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Introduction A typical workflow of problem detection, determination and resolutionin IT Ticket Resolution Quality Quantification Automating Ticket Resolution Hierarchical multi-label classification[38]
In large scale and complex IT service environments, a problematic incident se?rvwe managemegt 1,S p I:GSCI’IbGFl by the Infor.mat.mn Technology Infrastructure h - 1 ick lutioni - - -
. . . . Library (ITIL) specification and is illustrated in Fig. 1 Shown in Table 1, a ticket resolution is a textual attribute of a ticket. A high Datasets Fi 4 visualizes the task of hi hical multi-label classificati
1s logged as a t.lCl'(et and contains the tl.Ck.Ct summary (sys tem sFatus and | o . quality ticket resolution is supposed to be well written and informative enough — — ) IEHTE T VISUATTZES THE Task OF etatcilcal MUIt-label Casstcation.
probls:m' description). The system administrators log the Sth—WlSC resolution 1-.A monitoring agent on a SCI‘VCI: keeps track of the system statistics and to describe the detailed actions taken to fix the problem specified in the ticket System Training Validation Testing We compared the performance of two classification algorithms on the
descrllpl‘ilc;n wherll such t{cliﬁets.are r.esc.):velcll.. The. re{pga;(mg serylﬁzeheventslare.l. triggers an alert v&.fhen a problem is de.te.cted. | o summary. Resolution Quality Quantifier 5000 ~ 1000 original fea.ture representation (GLabel and CSSA) and the derived feature
most likely reso Ved.by inferring similar historical tickets. With the availability 2. If an alert pers1.sts beyond the spemf.led duration, an event 1s triggered. Such We’ve found that for a typical ticket, the ticket resolution quality is driven by Ticket Resolution Automation 450,000 20,000 9,000 representation (GLabel+ and CSSA+).
of reasonably large ticket datasets, we can have an automated system to events are consolidated into an enterprise console, which uses rule-based, case- the 33 features that can be broadly divided into following four groups: 1) Ticket Clusterin 10.000 B 2 000
recommend the best matching resolution for a given ticket summary. based or knowledge-based engines to analyze the events and determines o S JOut BIOHDS: : . .g ’ ’ 30 .
' o . _ _ . . ° : : Character-level features, Entity-level features, Semantic-level features, Ticket Classification 20,000 - 3,000 & 4 Glabel  w @ CSSA ] 021 {a & Glabel = m CSSA
In this work, we first identify the challenges in real-world ticket analysis and whether or not to create an incident ticket in the IPC system. Attribute-level features N L4 Glabelr waCSSAH] ] 020f x4 Globelt mw CSSA+| -
develop an integrated framework to efficiently handle those challenges. 3. Incident ticket are manually or automatically assigned to domain experts for ] L o Z:: r
: : i ion? i further system diagnosis and remedy. .. : LEXINN i 1 oo
Cha}lenge 1. How to quantify the guallty pf the Flcket resplgtmn. Earlier urther system d ag ?S sand remedy | | . Concept Pattern Examples System pl  MAP nDCG5 nDCG10  oNIT: Statistical Machine ER NS - g oo ¥ |
studies generally assumed that the tickets with similar descriptions should have 4. The system administrators log the step-wise resolution description when SMT 0421 0324 0459 0501 - E 15| Ao A e A S S '
: : Translation[28] g N8 / | 005N 20 T |
. . . . ) Action NOUN/NP preceded/succeeded by VERB (file) is (deleted) LSTM-RNN 0563 0367 0572 0.628 \ / : W ” :
similar resolutions, and often treated all such ticket resolutions equally. such tickets are resolved Problem NOUN/NP preceded/succeeded by ADJ/VERB (capacity) is (full) v LSTM-RNN: sequence to Sequence ‘u- / 008 N A S N -
However, the study [39] demonstrated that not all of the resolutions are equally lézrrfsi?eZ}ItDA;NN gig 2213 3223 2:22 translation m.o deql[3 1 q Lo R e LELT T S EEE TR 003 N S T |
: : - : : : : 1 l | ookzzzzWmnneol---oaoooogoooo
worthy recommending. In order to develop an effective resolution SEVERITY | FIRST-OCCURRENCE | LAST-OCCURRENCE Evaluated three of | L dols (losist . Oumethod 0742 0506 0628 0791 (o i 4r D ATNN[3 O A R P R
recommendation model, low-quality resolutions should be ranked lower than i 2014-03-29 05:50:30 2014-03-31 0536:01 valuated three of the most popular regression models (logistic regression, ombine [39] # of class labels
high-quality resolutions. — - gradient boosting tree and random forest[3]) on the labeled real-world ticket Table 3: Overall Perf Figure 4: The lowest Hamming loss: Figure 5: The lowest HMC-Loss:
Challensce 2. How to make use of the historical tickets alone with their SUMMARY ANR2579E Schedule INC0630 in domain VLAN1400 dataset and found that the random forest performed best for the ticket able o. LDverall Fertormance GLabel gets 0.901 and GLabel+ 0.872; GLabel gets 0.022 and GLabel+ 0.020;
resolu ti(g)n qilali ty for effective automation of IT service magnagemen 9 for node LAC2APP2204XWP failed (return code 12) resolution quantification and also for evaluation of the feature importance, as CSSA gets 0.923 and CSSA+0.901. C5SA gets 0.023 and CSSA+0.023.
. L. o : : ) i 111 in the Table 2
Although, it might be intuitive to search for historical tickets with the most RESOLUTION | Backups are working fine for the server. iHlustrated in the Table
similar ticket summary, and recommend their resolutions as potential solutions CA.USE ACTIONABLE LAST-UPDATE Other Ticket Ana |VSIS Appl ications .
to the target ticket [39], such an approach might not be effective due to 1) the Maintenance Actionable 2014-04-29 23:19:25 ~ Conclusion
Vo . . . . Feature Group Importance score Softmaxt °
difficulty in representing the ticket summary and resolution, and 2) the Feature Rank  Mean  Variance - Clustering , , o ,
avoidance of the resolution quality quantification. Tablel: A sample historical ticket Charster eatures v e / 7T / In th}S work, we pr.esentesl the major c.hallenges in t.1cket fesolutlon, suf:h as
: lowercaseRatio 10 0049657 0.008206 — P vr— — o quality quantification of ticket resolutions and consideration of resolution
PI’OpOSGd Solutions . punctuationRatio 11 0.036442  0.008710 e gory . . . .
. ' . . ' System Overview D hitespaceRatio o coiszr  ooosels | o ayer / /] ] ] ] ] / Jaccard [9] Spac(thTs) = 0 A and B be sets of words in two ticket descriptions quantification in a recommendation problem. We de ned a deep neural
* Carefglly .1dent1fy releyant feaj[ures and then build a regression model to e 0ots0 0008553 - Y U I—— coerlepprae Tl | p e network-based ticket resolution recommendation framework and evaluated it
quantify ticket resolution quality Historical Ticket Semanticlevel features - sossmt | Metrneleaming ity NLCS [11] Snzcs(TLT) = W Considering the length of both the shorter and the longer against a large real-world dataset. The evaluation demonstrated the
¢ Train a deep neural network ranking model using tickets along with their R NOUNRatio 4 0088025 0009420 — Fuly , string effectiveness of the proposed model. Moreover, The distributed representation
. . . . . ! 1 ADJRatio 14 0.013885  0.009048 _COT:fged Leacock & s _ _loglen(ci,co) Path-based method usi dnet . . S . . .
quality scores obtained from the resolution quality quantification. .. Resolution ADVRatio 5 0084971  0.008327 - Chodorow [15] teae1.e2) = "5 e e o induced by the network is able to capture semantic relations of noisy ticket
. . . I » 1 Quality Quantifier DETRatio 8 0.055133  0.008147 E;Z:;Z / / / / / \ / / / / / / \ / Semantic RES [27] Sres(c1,c2) = IC(Ies(cq, c2)) Information content-based method . . . . .
¢ Integrate sentence model into the neural network structure which can emit J— SO PRTRatio 3 0090921 0022932 [T AV, L[] [AY Similarity [ o:davec-based [20] S (orv) Wordzvee based word similarity using wikipedia components, and can be applied to relevant fundamental applications in ticket
efficient representation for the ticket summary and resolution — . broblemNurn © oo 0o0ss0 Foldng HHHH ISLAMs measure [11] | Ssps(Ty, Ty) = QO WrSIEL pOXmen) | e e similarity, semantic similarity and analysis, such as ticket clustering, ticket classification and so on.
l R t:rcit;:i?g;:; o 2 0.147252  0.038538 / / / / / / / 1 / / / / / / . - — comn‘lon—.word ordef su.ml.arlt.y —
resolutionLength . 0152234 0.043585 Wide [ ] ] ] ] / / / / / / Li’s measure [17] Sssi(T1,Tz) = 6 34— e+ (1-8)1 =4 il Considering semantic similarity and word-order similarity
Ba c kgro u n d Triplets <Summary, Resolution, Quality> MSE Avg, 0010269 MSE Var. 0.004163 convolution / // // // // IS—Iu};:)leﬁlty SyMSS [22] Ssymss(T1, T2) = ,ll Y, sim(hyi, hy;) — I X PF | Considering semantic and syntactic info Refe re n ces
, o our method STicDNN (s1,52) = cosine(xs1, Xs2) X is the vector representation for ticket summary s
Customer Sever Enterprise Console l Training data Table 2: Illustration of the top 15 ranked entence / //\v/ / / // / / \}< / / / /
ications | Feature Vectors|  Deep Neural Network (DNN) features and their rank evaluated by the el Table 4: The evaluated similarity measures including 3 categories and
i Ranking Model random forest regression model. To best - 10 measures. The distributed representation for tickets learned in our
eValuate the feature impOI'tanCG SCOI‘C, WwWE High space used for disk C 524 GB free space present d 1 h . . . 1 . h . .
rertd Other l Matching score show the rank of average importance score, Ticket Summary Ticket Resolution mode Cjapt.ure.: boj[ string and semantic similarity, thus we categorize it
~dilli> Applications its mean and variance. The best as hybrid similarity.
Events > ExgotiDE Ticket Ticket Resoluti performance in the metric of both MSE Figure 3: Ranking Model. The character
: - — esolution . .
g e R Desciption. Clustering || Classification || | Recommendation (mean square error) average and variance is level e?mbeddmg is not shown for the sake F1 score ALL
Summeny O hamizs / l attached of the end. of saving space. MERES [ ors Avg.  Best
= iﬁ%ﬁgﬁﬁgﬁ%ﬁ - Sjac | 04318 05677 0.7024
g ﬁ codel) ka - ;.nf Figure 2: Overview of the proposed system Siwo | 04763 05998  0.7043
i Resolaton: - ‘ * The training data taken from the historical tickets dataset are first . . SNLcs | 0.5325 06332 0.7221
L/ servers — PG Susten preprocessed in order to quantify and evaluate the quality of the resolution. Deep Neural Ranking Architecture Sich | 06823 07427  0.7866 {Cohfigdation NG
T e T - ;‘t\ The preprocessed result is then represented as a triplet of the ticket Sres | 06885 07576  0.7969 ° 2 >prob|em
Processing team ICKet \ . . . Swaov 0.7538 0.8169 0.8693
~ pesio" ket summary, its resolution text, and the quality score. Given the triplets {<sq, 1, §1 >, < S3, T2, 2 >,...,.<Sp, Tn, n >} from . 2 o osi oso NAS )
o . . , ) e . : sts | 0. : : 1P Add
; % ) ‘\}\ = These triplets are the training data for the proposed deep neural network Resolution Quality Quantifier where s; and r; are ticket summary and ticket Sss; | 0.8035 08497 0.8834 F% q E) D°< ) DR : 5 o Ack led
i : p5® ? / (DNN) ranking model. The trained DNN model outputs a matching score of resolution for the ith ticket, and g; is the quality score assigned by the Seymss | 0.8042 0.8503  0.8885 TableNotExisted Tableg.Ocked cknowledgement
resolution ¥~ / Cheek | a quantified ticket resolution for an incoming ticket summary. The quantifier. SrieDNN | 0.8103 0.8595 0.9002 Th K di by the National Sci Foundati d
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