
RESEARCH POSTER PRESENTATION DESIGN © 2015

www.PosterPresentations.com

Introduction

System	Overview

In large scale and complex IT service environments, a problematic incident 
is logged as a ticket and contains the ticket summary (sys tem status and 
problem description). The system administrators log the step-wise resolution 
description when such tickets are resolved. The repeating service events are 
most likely resolved by inferring similar historical tickets. With the availability 
of reasonably large ticket datasets, we can have an automated system to 
recommend the best matching resolution for a given ticket summary. 

In this work, we first identify the challenges in real-world ticket analysis and 
develop an integrated framework to efficiently handle those challenges. 
Challenge 1. How to quantify the quality of the ticket resolution? Earlier 
studies generally assumed that the tickets with similar descriptions should have 
similar resolutions, and often treated all such ticket resolutions equally. 
However, the study [39] demonstrated that not all of the resolutions are equally 
worthy recommending. In order to develop an effective resolution 
recommendation model, low-quality resolutions should be ranked lower than 
high-quality resolutions.
Challenge 2. How to make use of the historical tickets along with their 
resolution quality for effective automation of IT service management? 
Although, it might be intuitive to search for historical tickets with the most 
similar ticket summary, and recommend their resolutions as potential solutions 
to the target ticket [39], such an approach might not be effective due to 1) the 
difficulty in representing the ticket summary and resolution, and 2) the 
avoidance of the resolution quality quantification. 
Proposed Solutions
v Carefully identify relevant features and then build a regression model to 

quantify ticket resolution quality 
v Train a deep neural network ranking model using tickets along with their 

quality scores obtained from the resolution quality quantification. 
v Integrate sentence model into the neural network structure which can emit 

efficient representation for the ticket summary and resolution

Background

Shown in Table 1, a ticket resolution is a textual attribute of a ticket. A high 
quality ticket resolution is supposed to be well written and informative enough 
to describe the detailed actions taken to fix the problem specified in the ticket 
summary.

We’ve found that for a typical ticket, the ticket resolution quality is driven by 
the 33 features that can be broadly divided into following four groups: 1) 
Character-level features, Entity-level features, Semantic-level features, 
Attribute-level features

Ticket	Resolution	Quality	Quantification

Conclusion
In this work, we presented the major challenges in ticket resolution, such as 
quality quantification of ticket resolutions and consideration of resolution 
quantification in a recommendation problem. We de ned a deep neural 
network-based ticket resolution recommendation framework and evaluated it 
against a large real-world dataset. The evaluation demonstrated the 
effectiveness of the proposed model. Moreover, The distributed representation 
induced by the network is able to capture semantic relations of noisy ticket 
components, and can be applied to relevant fundamental applications in ticket 
analysis, such as ticket clustering, ticket classification and so on. 
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A typical workflow of problem detection, determination and resolution in IT 
service management is prescribed by the Information Technology Infrastructure 
Library (ITIL) specification and is illustrated in Fig. 1. 
1. A monitoring agent on a server keeps track of the system statistics and 
triggers an alert when a problem is detected. 
2. If an alert persists beyond the specified duration, an event is triggered. Such 
events are consolidated into an enterprise console, which uses rule-based, case-
based or knowledge-based engines to analyze the events and determines 
whether or not to create an incident ticket in the IPC system.
3. Incident ticket are manually or automatically assigned to domain experts for 
further system diagnosis and remedy.
4. The system administrators log the step-wise resolution description when 
such tickets are resolved 
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Figure 1: Information Technology Infrastructure Library (ITIL) Service Management System

Table1: A sample historical ticket

Table 2: Illustration of the top 15 ranked 
features and their rank evaluated by the 
random forest regression model. To best 
evaluate the feature importance score, we 
show the rank of average importance score, 
its mean and variance. The best 
performance in the metric of both MSE 
(mean square error) average and variance is 
attached of the end.

§ The training data taken from the historical tickets dataset are first 
preprocessed in order to quantify and evaluate the quality of the resolution. 
The preprocessed result is then represented as a triplet of the ticket 
summary, its resolution text, and the quality score.

§ These triplets are the training data for the proposed deep neural network 
(DNN) ranking model. The trained DNN model outputs a matching score of 
a quantified ticket resolution for an incoming ticket summary. The 
resolutions with the top N highest matching score can be recommended for 
an incoming ticket.

§ The model’s intermediate result is a feature vector for a ticket 
representation. Such vectors are used in other ticket analysis tasks, such as 
ticket classification and ticket clustering 

Evaluated three of the most popular regression models (logistic regression, 
gradient boosting tree and random forest[3]) on the labeled real-world ticket 
dataset and found that the random forest performed best for the ticket 
resolution quantification and also for evaluation of the feature importance, as 
illustrated in the Table 2 

Figure 2: Overview of the proposed system

Figure 3: Ranking Model. The character 
level embedding is not shown for the sake 
of saving space. 

Deep	Neural	Ranking	Architecture

Given the triplets {< 𝑠", 𝑟", 𝑞" >, < 𝑠%, 𝑟%, 𝑞% >,...,<𝑠&, 𝑟&, 𝑞& >} from 
Resolution Quality Quantifier where 𝑠' and 𝑟' are ticket summary and ticket 
resolution for the 𝑖th ticket, and 𝑞' is the quality score assigned by the 
quantifier. 

Figure 3 shows the deep neural ranking model we proposed to solve the 
ticket resolution recommendation problem. The model consists of two sentence 
model[13] for mapping ticket summary and resolution to their vector 
representation, respectively. 

Datasets

Automating	Ticket	Resolution

SMT: Statistical Machine 
Translation[28]
LSTM-RNN: sequence to sequence 
translation model[31]
CombinedLDAKNN[39]

Clustering

Table 4: The evaluated similarity measures including 3 categories and 
10 measures. The distributed representation for tickets learned in our 
model capture both string and semantic similarity, thus we categorize it 
as hybrid similarity. 

Table 5: Comparisons of F1 
scores using different 
similarity measures. 

Figure 4: Hierarchical multi-label 
classification task.

Hierarchical multi-label classification[38]

Figure 4: The lowest Hamming loss: 
GLabel gets 0.901 and GLabel+ 0.872; 
CSSA gets 0.923 and CSSA+ 0.901. 

Figure 5: The lowest HMC-Loss: 
GLabel gets 0.022 and GLabel+ 0.020; 
CSSA gets 0.023 and CSSA+ 0.023. 

Figure 4 visualizes the task of hierarchical multi-label classification.
We compared the performance of two classification algorithms on the 

original feature representation (GLabel and CSSA) and the derived feature 
representation (GLabel+ and CSSA+). 


