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Abstract—Online interactive recommender systems strive to promptly suggest users appropriate items (e.g., movies and news

articles) according to the current context including both user and item content information. Such contextual information is often

unavailable in practice, where only the users’ interaction data on items can be utilized by recommender systems. The lack of interaction

records, especially for new users and items, inflames the performance of recommendation further. To address these issues, both

collaborative filtering, one of the most popular recommendation techniques relying on the interaction data only, and bandit

mechanisms, capable of achieving the balance between exploitation and exploration, are adopted into an online interactive

recommendation setting assuming independent items (i.e., arms). This assumption rarely holds in reality, since the real-world items

tend to be correlated with each other. In this paper, we study online interactive collaborative filtering problems by considering the

dependencies among items. We explicitly formulate item dependencies as the clusters of arms in the bandit setting, where the arms

within a single cluster share the similar latent topics. In light of topic modeling techniques, we come up with a novel generative model to

generate the items from their underlying topics. Furthermore, an efficient particle-learning based online algorithm is developed for

inferring both latent parameters and states of our model by taking advantage of the fully adaptive inference strategy of particle learning

techniques. Additionally, our inferred model can be naturally integrated with existing multi-armed selection strategies in an interactive

collaborative filtering setting. Empirical studies on two real-world applications, online recommendations on movies and news,

demonstrate both the effectiveness and efficiency of our proposed approach.

Index Terms—Recommender systems, interactive collaborative filtering, topic modeling, cold-start problem, particle learning

Ç

1 INTRODUCTION

THE overwhelming amount of data requires an efficient
online interactive recommendation system where

online users constantly interact with the system, and user
feedback is instantly collected to improve recommendation
performance. Online interactive recommender systems are
challenged to immediately recommend the most proper
items (e.g., movies, news articles) to users based on the cur-
rent user and item content information aiming to continu-
ously maximize users’ satisfaction over a long run. To
achieve this goal, it becomes a critical task for such recom-
mender systems to constantly track user preferences and
recommend interesting items from a large item repository.

In the process of identifying the appropriate match
between user preferences and target items, the systems
encounter difficulties due to several existing practical chal-
lenges. One challenge is the well-known cold-start problem
since a number of users/items might be completely new to
the system, that is, they may have no historical records at all.
This problemmakes recommender systems ineffective unless
additional information including both items and users is col-
lected [1], [2]. The second challenge is thatmost recommender
systems typically assume the entire set of contextual features
with respect to both users and items can be accessed to infer
users’ preference. Due to a number of reasons (e.g., privacy or
sampling constraints), it is challenging to obtain all relevant
features ahead of time, thus rendering many factors unob-
servable to recommendation algorithms.

In the first challenge, an exploration or exploitation
dilemma [3] is identified in the aforementioned setting. A
tradeoff between two competing goals needs to be consid-
ered in recommender systems: maximizing user satisfaction
using their consumption history, while gathering new infor-
mation for improving the goodness of match between user
preferences and items [4]. This dilemma is typically formu-
lated as a multi-armed bandit problem where each arm
corresponds to an item. The recommendation algorithm
determines the strategies for selecting an arm to pull accord-
ing to the contextual information at each trial. Pulling an
arm indicates that the corresponding item is recommended.
When an item matches the user preference (e.g., a recom-
mended news article or movie is consumed), a reward is
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obtained; otherwise, no reward is provided. The reward
information is fed back to optimize the strategies. The opti-
mal strategy is to pull the arm with the maximum expected
reward based on the historical interaction on each trial, and
then to maximize the total accumulated rewards for the
whole series of trials.

Collaborative filtering (CF) is widely applied in recom-
mender systems [5], [6], [7] to address the second challenge.
CF has gained its popularity due to its advantage over other
recommendation techniques, where CF requires no extra
information about items or users for recommendation but
only users’ historical ratings on items [8], [9]. Further, consid-
ering both aforementioned challenges simultaneously aggra-
vates the difficulties when recommending items. Recently, an
online interactive collaborative filtering system has been sug-
gested [8], [10] adopting both techniques, multi-armed bandit
and collaborative filtering. Typically, one collaborative filter-
ing task is formulated as a matrix factorization problem.
Matrix factorization derives latent features for both users and
items from the historical interaction records. It assumes that a
user’s preference (i.e., rating) on a given item can be predicted
considering the item and user latent feature vectors. Based on
this assumption, multi-armed bandit policies make use of the
predicted reward (i.e., user preference) for arm (i.e., item)
selection. The feedback occurring between the current user
and arm is used to update their latent vectors, without impact-
ing the inference of other arms’ latent vectors assuming arms
are independent from each other. However, the assumption
about the independency among arms rarely holds in real-
world applications. For example, in the movie recommenda-
tion scenario, each movie corresponds to an arm. The depen-
dent arms (i.e., movies) typically share similar latent topics
(e.g., science fictionmovies, actionmovies, etc.), and are likely
to receive similar rewards (i.e., ratings or feedback) from
users. Intuitively, the dependencies among arms can be uti-
lized for reward prediction improvement and further facili-
tated themaximization of users’ satisfaction in a long run.

In this paper, we introduce an interactive collaborative
topic regression model that utilizes bandit algorithms with
dependent arms to recommend appropriate items for target
users. A sequential online inference method is proposed to
learn the latent parameters and infer the latent states. We
adopt a generative process based on topic model to explicitly
formulate the arm dependencies as the clusters on arms,
where dependent arms are assumed to be generated from the
same cluster. Every time an arm is pulled, the feedback is not
only used for inferring the involved user and item latent vec-
tors, but it is also employed to update the latent parameters
with respect to the arm’s cluster. The latent cluster parameters
further help with reward prediction for other arms in the
same cluster. The fully adaptive online inference strategy of
particle learning [11] allows our model to effectively capture
arm dependencies. In addition, the learnt parameters can be
naturally integrated into existing multi-arm selection strate-
gies, such asUCB andThompson sampling.We conduct empiri-
cal studies on two real-world applications, movie and news
recommendations. The experimental results demonstrate the
effectiveness of our proposed approach.

The rest of this paper is organized as follows. In Section 2,
we provide a brief summary of prior work relevant to col-
laborative filtering, collaborative topic model, multi-armed

bandit and the online inference with particle learning. We
formulate the underlying problem in Section 3. The solution
to the problem is presented in Section 4. Extensive evalua-
tion results are reported in Section 5. Finally, Section 6 con-
cludes the paper.

2 RELATED WORK

This section highlights the existing works in the literature
that are closely relevant to our work.

2.1 Interactive Collaborative Filtering

In recommender systems, collaborative filtering has gained an
extensive popularity in recent decades due to its capability of
identifying the user preference from the historical interactions
between users and items [5], [8], [12], [13], [14], [15], [16].
However, it is still an immense challenge to effectively predict
preferences for new users. This challenge typically referred to
as the cold-start problem [17], [18], [19]. A straightforward
solution to address this issue involves two separated stages,
where it first explicitly figures out the user profile, thenmakes
further recommendation based on the established user pro-
file [20], [21]. By contrast, some preliminaryworks, referred to
as interactive collaborative filtering (ICF), have recently
emerged as an alternative way to deal with the cold-start issue
[8], [10]. These works do not explicitly fulfill the two stages
separately, but formulate the recommendation problem as a
multi-armed bandit problem, and then naturally integrate
two stages together by striking a balance between exploration
and exploitation. Our work is primarily relevant to this
research area addressing the ICF problem.

The ICF problem is first introduced in [10], where several
multi-armed bandit algorithms (e.g., Thompson sam-
pling [22], UCB [23]) are used for item recommendation in
light of the user-item rating prediction with the probabilistic
matrix factorization (PMF) framework [13]. However, the pro-
posed method in [10] does not work in a completely online
interactive mode since the multi-armed bandit algorithms
partially rely on the latent item feature vector distributions,
which are learnt with the offline Gibbs sampling in advance.
In [8], an efficient Thompson sampling algorithm named par-
ticle Thompson sampling (PTS) addresses the ICF problem
with Bayesian probabilistic matrix factorization (BPMF) [14]
in a completely onlinemode. To reduce the reward prediction
uncertainty, Wang et al. [24] incorporated the contextual fea-
tures into the learned latent feature vectors for ICF problem.
But these methods assume the latent item feature vectors in
the ICF setting are independent. Although the work in [25]
formulates the arm dependencies as an arm clustering prob-
lem, it fails to present an efficient online method to learn arm
dependencies. By comparison, we explicitly learn the depen-
dent arms with a generative topic model in the ICF setting
and develop an efficient online solution capable of tracking
the dependencies between arms as well as addressing the
online recommendation.

Some recent studies explore the bandit dependencies
for a group recommendation delivery by assuming that
users in the same group react with similar feedback to the
same recommended item [26], [27], [28], [29], [30]. Most
existing works utilize the context information for users or
predefined social network to build the user dependencies.
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Wu et al. [27] exploit social information to find depen-
dency among users for improving the accuracy of reward
prediction. Wang et al. [28] propose a context-aware col-
laborative bandit model, which could incorporate mutual
influence among users directly for matrix completion.
In [29], an interactive social recommendation model is
proposed to predict the target user’s preference using a
weighted combination of a user’s preferences and his/her
friends’ preferences. A context-dependent clustering of
bandits algorithm [31] is investigated, where the clusters
over users are based on the current item content. Our
work is orthogonal to those studies since we investigate
the arm (item) dependencies in a bandit model rather
than the dependencies among users. Wang et al. [32]
come up with hierarchical multi-armed bandit algorithms
leveraging the explicit taxonomy information among
items for online recommendation. Our proposed method
is capable of instantly learning the item dependencies dur-
ing the online interactive recommendation process with-
out explicit context information provided.

Multi-armed bandits are widely adopted in diverse
applications such as online advertising [1], [33], web content
optimization [4], [34], and robotic routing [35]. The core task
of bandit problem is to balance the tradeoff between explo-
ration and exploitation. A series of algorithms have been
proposed to deal with this problem including �-greedy [36],
UCB [23], [37], EXP3 [38], Thompson sampling [39]. In this
paper, we model the ICF problem as a multi-armed bandit
problem with dependent arms and proposes online recom-
mendation methodologies based on UCB and Thompson
sampling.

2.2 Sequential Online Inference

Our model leverages topic modeling [40] to formulate arm
dependencies and sequential online inference to infer the
latent states and learn the unknown parameters. Popular
sequential learning methods include sequential monte carlo
sampling [41], [42] and particle learning [11], [43].

Sequential Monte Carlo (SMC) sampling consists of a set
of Monte Carlo methodologies to solve the filtering prob-
lem [44]. These methodologies allow inference of full poste-
rior distributions in general state space models, which may
be both nonlinear and non-Gaussian.

Particle learning provides state filtering, sequential
parameter learning and smoothing in a general class of state
space models [11]. Particle learning is used to approximate
the sequence of filtering and smoothing distributions in
light of parameter uncertainty for a wide class of state space
models. The central idea behind particle learning is to create
a particle directly from the approximation to the joint poste-
rior distribution of states and conditional sufficient statistics
of fixed parameters in a fully-adapted resample-propa-
gate framework. In this paper, we leverage the idea of par-
ticle learning for both latent state inference and parameter
learning.

3 PROBLEM FORMULATION

In this section, we provide a mathematical formulation of the
interactive collaborative filtering problem into a bandit set-
ting. Then we introduce a new generative model describing

the dependency among arms (i.e., items). A glossary of nota-
tionsmentioned in this paper is summarized in Table 1.

3.1 Basic Concepts and Terminologies

Assume that there are M users and N items in the system.
The preferences of the users for the items are recorded by a
partially observable matrix R ¼ frm;ng 2 RM�N , where the
rating score rm;n indicates how user m would like item n.
The basic collaborative filtering task is to predict the
unknown rating score in light of the observed rating scores
in R. However, it is very challenging to fulfill the task in
practice due to the high dimensionality and sparsity of the
rating matrix. Matrix factorization addresses this challenge
by mapping each user m and item n to the latent feature
vectors pm 2 RK and qn 2 RK in a shared lowK-dimension
space (typically, K �M;N). It assumes that the rating rm;n

can be predicted by

r̂m;n ¼ p>mqn: (1)

Therefore, the latent features fpmg and fqng can be learned
by minimizing the prediction error for all observed ratings
in R, while each unobserved rating value can be estimated
using Equation (1) with its corresponding latent features
learned by matrix factorization. In practice, since the feed-
back (i.e., rating scores) from users is received over time,
the system is required to address the collaborative filtering
problem in an interactive mode, which is referred to as an
interactive recommender system.

TABLE 1
Important Notations

Notation Description

M;N number of rows (users) and columns (items).
R 2 RM�N the rating matrix.
SðtÞ the sequence of ðnðt� 1Þ; rm;nðt�1ÞÞ observed

until time t.
nðtÞ the recommended item index in the tth iteration.
rm;t the rating (reward) of themth user by pulling

the given item in the tth iteration.
ym;t the predicted rating for themth user over given

item in the tth iteration.
p the policy to recommend items sequentially.
Rp the cumulative rating (reward) of the policy p.
K the number of topics and the number of

dimensions for latent vectors.
pm 2 RK the latent feature vector of themth user.
qn 2 RK the latent feature vector of the nth item.

Fk 2 RN the item distribution of the kth topic.
Pm;nðt�1Þ the set of particles for item nðt� 1Þ given user

m at time t� 1.
zm;t the latent topic of themth user in the tth

iteration.
xm;t the selected item of themth user in the tth

iteration.
� Dirichlet priors over topics for topic model.
h Dirichlet priors over items for topic model.
s2
n the variance of rating prediction.

a, b the hyper parameters determine the
distribution of s2

n.
mq, Sq the hyper parameters determine the

Gaussian distribution of qn.
� the observation noise of the rating.
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In an interactive recommender system, userm constantly
arrives to interact with the system over time. At each time
t ¼ ½1; . . . ; T �, the system, according to the observed rating
history, recommends an item nðtÞ to the corresponding user
m. After consuming item nðtÞ, the feedback (i.e., rating)
rm;nðtÞ from userm is collected by the system and further uti-
lized to update the model for the next item delivery. The
interactive recommendation process involves a series of
decisions over a finite but possibly unknown time horizon
T . Accordingly, such an interactive recommendation pro-
cess is modeled as a multi-armed bandit problem, where
each item corresponds to an arm. Pulling an arm indicates
that its corresponding item is being recommended and the
rating score is considered as the reward received after pull-
ing the corresponding arm.

Let SðtÞ be the available information at time t collected by
the system for the target userm,

SðtÞ ¼ fðnð1Þ; rm;nð1ÞÞ; . . . ; ðnðt� 1Þ; rm;nðt�1ÞÞg: (2)

A policy p is defined as a function and used to select an arm
based on the current cumulative information SðtÞ,

nðtÞ ¼ pðSðtÞÞ: (3)

The total rewards received by the policy p after T iterations is

Rp ¼
XT
t¼1

rm;pðSðtÞÞ: (4)

The optimal policy p� is defined as the one with maximum
accumulated expected reward after T iterations,

p� ¼ argmax
p

EðRpÞ ¼ argmax
p

XT
t¼1

Eðrm;pðSðtÞÞjtÞ: (5)

Therefore, our goal is to identify an optimal policy for maxi-
mizing the total rewards. Herein we use reward instead of
regret to express the objective function, since maximization
of the cumulative rewards is equivalent to minimization of
regret during the T iterations [10]. Before selecting one arm
at time t, a policy p typically learns a model to predict the
reward for every arm according to the historical accumu-
lated information SðtÞ. The reward prediction helps the pol-
icy pmake decisions to increase the total rewards.

In the latent factor model [13], [14], the rating is esti-
mated by a product of user and item feature vectors pm and
qn in Equation (1). From the probabilistic perspective, PMF
introduces an observation noise �, a zero-mean Gaussian
noise with variance s2 (i.e., � � Nð0; s2Þ), to the rating pre-
diction function given in Equation (1). The derived rating
prediction is as follows:

rm;n ¼ p>mqn þ �: (6)

In this setting, Equation (5) can be re-formulated as:

p� ¼ argmax
p

XT
t¼1

Epm;qpðSðtÞÞ ðp>mqpðSðtÞÞjtÞ: (7)

Consequently, the goal of an interactive recommender sys-
tem is reduced to the optimization of the objective function
in Equation (7).

Thompson Sampling, one of earliest heuristics for the ban-
dit problem [22], belongs to the probability matching fam-
ily. Its main idea is to randomly allocate the pulling chance
according to the probability that an arm gives the largest
expected reward at a particular time t. Based on the objec-
tive function in Equation (7), the probability of pulling arm
n can be expressed as follows:

pðnðtÞ ¼ nÞ ¼
Z

I½Eðrm;njpm;qnÞ ¼ max
i

Eðrm;ijpm;qiÞ�
pðpm;qnjtÞdpmdqn:

(8)

At each time t, Thompson sampling samples both the user
and item feature vectors together from their corresponding
distributions, and then selects the item that leads to the larg-
est reward expectation. Therefore, using Thompson sam-
pling, the item selection function can be defined as:

nðtÞ ¼ argmax
n
ð~p>m~qnjtÞ; (9)

where ~pm and ~qn denote the sampled feature vectors for
userm and item n, respectively.

To accomplish Thompson sampling, it is critical to model
the random variable pm and qn using distributions, where
the latent feature vectors can be easily sampled and the
feedback at every time can be reasonably integrated. Most
of the previous studies suppose a Gaussian prior for both
user and item feature vectors with an assumption that items
are independent from each other [8], [10]. However, this
assumption rarely holds in real applications. In the follow-
ing section, we explicitly formulate the dependent arms
with a generative model.

3.2 Modeling the Arm Dependency

Based on the fact that similar items (i.e., arms) are likely to
receive similar feedback (i.e., rewards) , we assume that a
dependency exists among similar items. The dependencies
among items can be further leveraged to improve the users’
preferences inference on a particular item even if the item
has little historical interaction data in the system. The chal-
lenge here lies in how to sequentially infer the arms’ depen-
dencies as well as the users’ preferences simultaneously,
providing the feedback over time.

In our work, the arms’ dependencies are expressed in the
form of the clusters of arms, where the dependent arms fall
into the same one. In order to explore the dependencies in
the bandit setting, Latent Dirichlet Allocation (LDA) [40], a
generative statistic model for topic modeling, is adopted to
construct the arms’ clusters. We propose the ICTR (Interac-
tive Collaborative Topic Regression) model to infer the clus-
ters of arms as well as the arm selection.

The main idea of our model is to treat an item n as a
word, while consider a user m as a document. All the items
rated by a user indicate the hidden preferences of the user,
analogous to the scenario in topic modeling where the
words contained in a document imply its latent topics. Spe-
cifically, let K be the number of latent aspects (i.e., topics or
clusters) the users concern when consuming items. We
assume that pm 2 RK corresponds to the latent vector for
user m, where the kth component of pm indicates the user’s
preference over the kth aspect of items. Further, qn 2 RK is
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supposed to be the latent vector for item n, and the kth com-
ponent value of qn represents that it belongs to the kth clus-
ter. The rating score rm;n, given by user m after consuming
item n, is assumed to be the inner product of pm and qn. By
linking to the topic model, a generative process for user rat-
ings is accordingly introduced and presented in Fig. 1.

Based on the above description, the user latent vector pm

is assumed to follow a Dirichlet prior distribution with a
predefined hyper parameter �, shown in Equation (10).

pmj� � Dirð�Þ: (10)

As presented in Equation (6), we denote s2 as the variance
of the noise for reward prediction and assume s2

n is drawn
from the Inverse Gamma (IG) distribution shown in the fol-
lowing.

pðs2
nja;bÞ ¼ IGða;bÞ; (11)

where a and b are predefined hyper parameters for IG
distribution.

Given s2
n, the item latent vector qn is generated by a

Gaussian prior distribution as follows:

qnjmq;Sq; s
2
n � Nðmq; s

2
nSqÞ; (12)

where mq and Sq are predefined hyper parameters.
Further, let Fk 2 RN be the item distribution for topic k.

Similar to pm, Dirichlet distribution is specified as the prior
of Fk presented in Equation (13).

Fkjh � DirðhÞ; (13)

where h 2 RN is the hyper parameter.
When userm arrives to interact with the system at time t,

one ofK topics, denoted as zm;t, is first selected according to
the user’s latent preference pm, indicating that userm shows
interest in the topic zm;t at this moment. Accordingly, zm;t is
supposed to follow a multinomial distribution governed by
pm as follows,

zm;tjpm �MultðpmÞ: (14)

W.L.O.G, we assume zm;t ¼ k, and then the item distribu-
tion for topic k (i.e., Fk) is for generating item xm;t recom-
mended to user m at time t. We assume the random

variable xm;t follows the multinominal distribution ruled by
Fk, i.e.,

xm;tjFk �MultðFkÞ: (15)

W.L.O.G, item n is assumed to be selected by user m at
time t (i.e., xm;t ¼ n) where the latent vector corresponding
to item n is qn. Let ym;t be the predicted reward (i.e., rating),
given by user m at time t. The predicted reward ym;t can be
inferred by

ym;t � Nðp>mqn; s
2
nÞ: (16)

By Equation (16), the rewards of different items are pre-
dicted. Based on the predicted rewards, the policy p selects
an item and recommends it to userm, considering the trade-
off between exploitation and exploration. After consuming
the recommended item, the system receives the actual
reward rm;t from user m. The objective of the model is to
maximize the expected accumulative rewards in a long run
as described in Equation (5).

In this section, taking the clusters of arms into account,
we formally introduced our ICTR model, which integrates
matrix factorization with topic modeling in the bandit set-
ting. We develop our solution to infer ICTR model from a
Bayesian perspective in the following section.

4 METHODOLOGY AND SOLUTION

In this section, we present the methodology for online infer-
ences of ICTR model.

The posterior distribution inference involves five random
variables, i.e., pm, zm;t, Fk, qn, and s2

n. According to the
graphical model in Fig. 1, the five random variables belong
to two categories: parameter random variable and latent
state random variable. Fk, pm, qn, and s2

n are parameter ran-
dom variables since they are assumed to be fixed but
unknown, and their values do not change with time.
Instead, zm;t is referred to as a latent state random variable
since it is not observable and its value is time dependent.
After pulling arm nðtÞ, where nðtÞ ¼ xm;t according to Equa-
tion (15) at time t, a reward is observed as rm;t. Thus, xm;t

and rm;t are referred to as observed random variables.
Our goal is to infer both latent parameter variables and

latent state random variables to sequentially fit the observed
data at time t� 1, and predict the rewards for arm selection
with respect to the incoming user at time t. However, since
the inference of our model cannot be conducted by a simple
closed-form solution, we adopt the sequential sampling-
based inference strategy that is widely used in sequential
Monte Carlo sampling [45], particle filtering [46], and particle
learning [11] to learn the distribution of both parameter and
state random variables. Specifically, particle learning that
allows both state filtering and sequential parameter learning
simultaneously is a perfect solution to our proposed model
inference. In order to develop the solution based on particle
learning, we first define a particle as follows.

Definition 1 (Particle). A particle for predicting the reward
ym;t is a container that maintains the current status informa-
tion for both userm and item xm;t. The status information com-
prises of random variables such as pm, s

2
n, Fk, qn, and zm;t, as

well as the hyper parameters of their corresponding distribu-
tions, such as �, a, b, h, mq and Sq.

Fig. 1. The graphic model for the ICTR model. Random variable is
denoted as a circle. The circle with filled color denotes the observed ran-
dom variable. Red dot represents a hyper parameter.
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In particle learning, each particle corresponds to a sam-
ple for modeling inference status information. At each time
stamp, particles are re-sampled according to their fitness to
the current observable data. Then, the re-sampled particles
are propagated to new particles and obtain the status infor-
mation for the next time stamp. In the following sections,
we develop our solution based on particle learning.

4.1 Re-sample Particles with Weights

At time t� 1, a fixed-size set of particles is maintained for
the reward prediction for each arm nðt� 1Þ given user m.
We denote the particle set at time t� 1 as Pm;nðt�1Þ and
assume the number of particles in Pm;nðt�1Þ is B. Let

PðiÞm;nðt�1Þ be the ith particles given both user m and item

nðt� 1Þ at time t� 1, where 1 	 i 	 B. Each particle

PðiÞm;nðt�1Þ has a weight, denoted as rðiÞ, indicating its fitness

for the new observed data at time t. Note that
PB

i¼1 r
ðiÞ ¼ 1.

The fitness of each particle PðiÞm;nðt�1Þ is defined as the likeli-
hood of the observed data xm;t and rm;t. Therefore,

rðiÞ/pðxm;t; rm;tjPðiÞm;nðt�1ÞÞ: (17)

Further, ym;t is the predicted value of rm;t. The distribution
of ym;t, determined by pm, qn, zm;t, Fk , and s2

n, has been
described in Section 3.2.

Therefore, we can compute rðiÞ as proportional to the den-
sity value given ym;t ¼ rm;t and xm;t ¼ n. Thus, we obtain

rðiÞ /
XK

zm;t¼1
fN ðrm;tjðp>mqn; s

2
nÞ

� pðzm;t ¼ k; xm;t ¼ njPðiÞm;nðt�1ÞÞg;
where

pðzm;t ¼ k; xm;t ¼ njPðiÞm;nðt�1ÞÞ

¼
ZZ

pm;Fk

pðzm;t ¼ k; xm;t ¼ n;pm;Fkj�; hÞdpmdFk

¼
Z
pm

Multðzm;t ¼ kjpmÞDirðpmj�Þdpm

�
Z
Fk

Multðxm;t ¼ njFkÞDirðFkjhÞdFk

¼ Eðpm;kj�Þ � EðFk;njhÞ:

(18)

Thus, we have

rðiÞ/
XK

zm;t¼1
fN ðrm;tjðp>mqn; s

2
nÞ � Eðpm;kj�Þ � EðFk;njhÞg; (19)

where Eðpm;kj�Þ and EðFk;njhÞ represent the conditional

expectations of pm;k and Fk;n given the observed reward �

and h of PðiÞm;nðt�1Þ . The expectations can be inferred by

Eðpm;kj�Þ ¼ �kPK

k¼1 �k
and EðFk;njhÞ ¼ hk;nPN

n¼1 hk;n
:

Before updating any parameters, a re-sampling process is
conducted. We replace the particle set Pm;nðt�1Þ with a new
set Pm;nðtÞ, where Pm;nðtÞ is generated from Pm;nðt�1Þ using
samplingwith replacement based on theweights of particles.
Then sequential parameter updating is based onPm;nðtÞ:

4.2 Latent State Inference

Provided with the new observation xm;t and rm;t at time t,
the random state zm;t can be one of K topics and the poste-
rior distribution of zm;t is shown as follows:

zm;tjxm;t; rm;t;PðiÞm;nðt�1Þ �MultðuÞ; (20)

where u 2 RK is the parameter specifying the multinominal
distribution. According to Equation (18), since

pðzm;tjxm;t; rm;t; �; hÞ / pðzm;t; xm;tjrm;t; �; hÞ;
u can be computed by uk / Eðpm;kjrm;t; �Þ � EðFk;njrm;t; hÞ.
Further, Eðpm;kjrm;t; �Þ and EðFk;njrm;t; hÞ can be obtained
as follows,

Eðpm;kjrm;t; �Þ ¼ Iðzm;t ¼ kÞrm;t þ �kPK
k¼1½Iðzm;t ¼ kÞrm;t þ �k�

;

EðFk;njrm;t; hÞ ¼
Iðxm;t ¼ nÞrm;t þ hk;nPN

n¼1½Iðxm;t ¼ nÞrm;t þ hk;n�
:

(21)

Where Ið�Þ, an indicator function, returns 1 when the
input boolean expression is true, otherwise returns 0. Spe-
cifically, if rm;t 2 f0; 1g, the value of rm;t indicates whether
xm;t should be included in the preferred item list of user m.
If rm;t 2 ½0;þ1Þ, the value of rm;t implies how user m likes
item xm;t. Therefore, our solution can effectively handle the
non-negative rating score at different scales.

4.3 Parameter Statistics Inference

At time t� 1, the sufficient statistics for the parameter ran-
dom variables (qn, s2

n, pm, Fk) are (mq, Sq, a, b, �, h).
Assume m0q, S

0
q, a

0, b0, �0, and h0 are the sufficient statistics at
time t, which are updated on the basis of both the sufficient
statistics at time t� 1 and the new observation data (i.e, xm;t

and rm;t). The sufficient statistics for parameters are
updated as follows:

S0qn ¼ ðS
�1
qn
þ pmp

>
mÞ�1; m0qn ¼ S0qnðS

�1
qn
mqn
þ pmrm;tÞ

a0 ¼ aþ 1

2

b0 ¼ bþ 1

2
ðm>qnS

�1
qn
mqn
þ r>m;trm;t � m0>qnS

0�1
qn

m0qnÞ
�0k ¼ Iðzm;t ¼ kÞrm;t þ �k; h0k;n ¼ Iðxm;t ¼ nÞrm;t þ hk;n:

(22)

At time t, the sampling process for the parameter random
variables s2

n, qn, pm and Fk is summarized as below

s2
n � IGða0;b0Þ; qnjs2

n � Nðm0qn ; s
2
nS
0
qn
Þ;

pm � Dirð�0Þ; Fk � Dirðh0Þ:
(23)

4.4 Integration with Policies

In our ICTR model, when user m arrives at time t, reward
rm;t is unknown since it is not observed until one of arms
xm;t is pulled. Without observed xm;t and rm;t, the particle
re-sampling, latent state inference, and parameter statistics
inference for time t cannot be conducted. Therefore, we uti-
lize the latent vectors pm and qn, sampled from their corre-
sponding posterior distributions by Equation (23) at time
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t� 1, to predict the reward for each arm. In this section, two
policies based on Thompson sampling and UCB for ICF are
integrated with our model.

In the model, every item has B independent particles
given user m. Each particle i contains its latent variables
and parameters, and produces an independent reward pre-
diction r

ðiÞ
m;t: Specifically, according to Thompson sampling

discussed in Section 3.1, we predict the reward of pulling
arm n with the average value of rewards from B particles.
The policy based on Thompson sampling selects an arm
nðtÞ based on the following equation,

nðtÞ ¼ argmax
n
ð�rm;nÞ; (24)

where �rm;n denotes the average reward, i.e.,

�rm;n ¼ 1

B

XB
i¼1

pðiÞ>m qðiÞn :

Moreover, UCB policy selects an arm based on the upper
bound of the predicted reward. Assuming that r

ðiÞ
m;t � N

ðpðiÞ>m qðiÞn ; sðiÞ2Þ, the UCB-based policy is developed by the
mean and variance of predicted reward, i.e.,

nðtÞ ¼ argmax
n
ð�rm;n þ g

ffiffiffi
n
p Þ; (25)

where g 
 0 is a predefined threshold and the variance is
expressed as n ¼ 1

B

PB
i sðiÞ2:

4.5 Algorithm

Putting all the aforementioned inference together, an algo-
rithm for ICTR model is provided below.

Online inference for ICF problem starts with MAIN pro-
cedure presented in Algorithm 1. As user m arrives at time
t, EVAL procedure computes a score for each arm, where
we define the score as the average reward. The arm with the
highest score is selected to be pulled. After receiving a
reward by pulling an arm, the new feedback is used to
update ICTR model by UPDATE procedure. Especially in
UPDATE procedure, we use the resample-propagate strat-
egy in particle learning [11] rather than the propagate-
resample strategy in particle filtering [46]. With the
resample-propagate strategy, particles are re-sampled by
taking rðiÞ as the ith particle’s weight, where the rðiÞ

indicates the fitness of the observation at time t given the
particle at time t� 1. The resample-propagate strategy is
considered as an optimal and fully adapted strategy avoid-
ing an importance sampling step.

In addition, existing algorithms [8], [10] consider all the
arms independently, while our model takes the clusters of
arms into account by learning the topic-related random var-
iables (e.g., Fk), which are shared among all the arms.

5 EMPIRICAL STUDY

To demonstrate the efficiency of our proposed algorithm,
we conduct our experimental study over two popular real-
world dataset: Yahoo! Today News and MovieLens (10M).
First, we outline the general implementation of the base-
lines. Second, we start with a brief description of the data-
sets and evaluation method. Finally, we show and discuss
the comparative experimental results of both the proposed

algorithms and the baselines, and a case study on movie
topic distribution analysis of MovieLens (10M). Methods
in [26], [27], [28], [47] are excluded from the baselines since
our work is orthogonal to those methods.

Algorithm 1. The Algorithm for ICTRModel

1: procedure MAIN(B) " Main entry.
2: Initialize B particles, i.e., Pð1Þm;nð0Þ . . .PðBÞm;nð0Þ.
3: for t 1; T do
4: Userm arrives for item recommendation.
5: nðtÞ ¼ argmaxn¼1;NEVALðm;nÞ by Equation (24) or

Equation (25).
6: Receive rm;t by rating item nðtÞ.
7: UPDATE(m, nðtÞ, rm;t).
8: end for
9: end procedure
10: procedure EVAL(m, n) " Get a rating score for item n,

given userm.
11: for i 1; B do " Iterate on each particle.
12: Get the user latent vector pðiÞm .

13: Get the item latent vector qðiÞn .
14: Predict ith reward r

ðiÞ
m;t.

15: end for
16: Compute the average reward as the final reward rm;t.
17: return the score.
18: end procedure
19: procedure UPDATE(m, nðtÞ, rm;t) " Update the inference.
20: for i 1; B do " Compute weights for each particle.
21: Compute weight rðiÞ of particle PðiÞm;nðtÞ by

Equation (17).
22: end for
23: Re-sample P0m;nðtÞ from Pm;nðtÞ according to the weights

rðiÞs.
24: for i 1; B do " Update statistics for each particle.
25: Update the sufficient statistics for zm;t by

Equation (21).
26: Sample zm;t according to Equation (20).
27: Update the statistics for qn, s

2
n, pm, Fk by

Equation (22).
28: Sample qn, s

2
n, pm, Fk by Equation (23).

29: end for
30: end procedure

5.1 Baseline Algorithms

In the experiment, we demonstrate the performance of our
methods by comparing them with the following baseline
algorithms:

(1) Random: it randomly selects an item recommending
to the target user.

(2) �-greedy(�): it randomly selects an item with proba-
bility � and selects the item of the largest predicted
reward with probability 1� �, where � is a prede-
fined parameter.

(3) UCB(�): it picks item jðtÞ with the highest rewards at
time t as follows:

jðtÞ ¼ arg max
j¼1;...;N

ðm̂i þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lnðtÞ
niðtÞ

s
Þ;

where niðtÞ is the number of times that item ni has
been recommended until time t.
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(4) TS(SiðtÞ; FiðtÞ): Thompson sampling described in
Section 3.1, randomly draws the expected reward
from the Beta posterior distribution, and selects the
item with the largest predicted reward. SiðtÞ/FiðtÞ is
the number of positive/negative feedback on item i
until time t.

(5) PTS(d, p): particle Thompson sampling for matrix
factorization approximates the posterior of latent
feature vectors by updating a set of particles. Here d
is the dimension of latent feature vector and p is the
number of particles.

Our methods proposed in this paper include:

(1) ICTRTS(d, p): it denotes our proposed interactive
collaborative topic regression model with TS. Here d
is the dimension of latent feature vector and p is the
number of particles.

(2) ICTRUCB(d, p, g): it indicates our proposed model
with UCB. Similar to UCB, g is given. Here d is the
dimension of latent feature vector and p represents
the number of particles.

All algorithms are implemented using Java 1.8. All empir-
ical experiments are running on Linux 2.6.32. The server is
equipped with Intel(R) Xeon(R) CPU with 24 cores runing at
speed of 2.50 GHZ. The total volume ofmemory is 158 GB.

5.2 Datasets Description

We use two real-world datasets shown in Table 2 to evalu-
ate our proposed algorithms.

Yahoo! Today News. The core task of personalized news
recommendation is to display appropriate news articles on
the web page for users. The system often takes the user’s
instant feedback into account to improve the prediction of
his/her preferences, where the user feedback is about
whether he/she clicks the recommended article or not.
Here, we formulate the personalized news recommendation
problem as an instance of bandit problem, where each arm
corresponds to a news article. The experimental dataset is a
collection based on a sample of anonymized user interaction
on the news feeds published by Yahoo! Research Lab.1 The
dataset contains 15 days’ visit events of user-news item
interaction data by randomly selecting news articles for rec-
ommendation. Besides, user’s information (e.g., demo-
graphic information) is provided for each visit event and
represented as the user identification, where users with the
same information are identified as one user. In our experi-
ments, the visit events of the first day are utilized for select-
ing proper parameters of ICTR model, while two million of
the remaining are for the evaluation. Each interactive record
in the historical logs consists of user ID, news article ID, rat-
ing feedback and a timestamp.

MovieLens (10M). Online movie recommender service
aims to maximize the customer’s satisfaction by recom-
mending proper movies to target users according to their
preferences. Specifically, several movies are selected out of
a movie set and displayed to users, and then users’ feedback
on displayed movies are collected for improving the user
satisfaction. Thereby, the problem of movie recommenda-
tion can be formulated as a bandit problem where an arm is
a movie, a pull is regarded as a movie selection, and the
reward is indicated by the user’s rating on the recom-
mended movie. In our experiments, each rating associates
user ID, movie ID, and a timestamp. In order to use the
replayer evaluation method, we assume the rating data is
produced by the users when the movies are randomly rec-
ommended. The rating score in the dataset ranges from 1 to
5. Additionally, we choose the top-N (N = 100) popular
movies to form a movie set, from which one movie is recom-
mended to a user by algorithms in every trial.

5.3 Evaluation Method and Metrics

The evaluation methods for traditional non-interactive rec-
ommender systems assume the independence among the
items at different time stamps once the offline model is
built. In an online interactive recommender system, the rec-
ommended items at previous time stamps are used to
update the recommendation model, and then further effect
the recommendation items at current time stamp.

We apply the replayer method to evaluate our proposed
algorithms on the aforementioned two datasets. The replayer
method, first introduced in [48], provides an unbiased off-
line evaluation for multi-armed bandit algorithms via his-
torical logs, where the logs are assumed to be generated by
random recommendation. The main idea of replayer is to
replay each user visit in the historical logs to the algorithm
under evaluation. If the recommended item by the testing
algorithm is identical to the one in the historical log, this
visit is considered as a match between the historical recom-
mendation and the testing recommendation algorithm. The
replayer method only counts those matched visits in for the
accumulated reward computation. Since the recommenda-
tion algorithms may result in different numbers of matched
visits, the average reward (i.e., the accumulated rewards
divided by the number of matched visits) is adopted for
evaluation.

Particularly, in the scenario of news article recommenda-
tion, a matched visit corresponds to an impression, and a
reward of one is obtained by a click, so the average reward
also represents the average Click Through Rate (CTR). In the
scenario of movie recommendation, we set the reward of one
if the rating score of the recommended movie is no less than
four, indicating that the user likes the recommended movie.
If the rating is less than four, a reward value of zero is
obtained. Thus, the average reward in this scenario indicates
the success rate of movie recommendation. To sum it up, in
our setting, the reward is one if the recommended article
(movie) is clicked (liked), otherwise it is zero.

Consider a matched visit shown in Table 3. If the item in
the logs is clicked or liked by a user, the recommended item
is referred to as a true positive (TP), otherwise it is referred
to as a false positive (FP). The average reward is computed
as TP�1þFP�0

TPþFP ¼ TP
TPþFP , corresponding to the formula for the

TABLE 2
Description of Datasets

Dataset Yahoo News MovieLens (10M)

#users 226,710 71,567
#items 652 10,681
#ratings 280,410,150 10,000,054

1. http://webscope.sandbox.yahoo.com/catalog.php
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precision for matched visits. However, for the unmatched
visits, we can not determine whether an item is false nega-
tive or true negative since no ground truth is provided.
Therefore, the computation of the average reward in this
case as the recall, relying on the false negative, is not
feasible.

5.4 Recommendation Evaluation

In this section we first conduct the replayer evaluation
method for each algorithm with different parameter set-
tings. The aforementioned average reward is used as the
performance metric in the experiments.

All baseline algorithms are configured with different
parameter settings provided in Table 4. The settings of all
algorithms with the highest average reward are highlighted
in bold. Our algorithm ICTRUCB(2,10,1.0) achieves the
best performance among all algorithms on Yahoo! Today
News, and the performance comparisons among different

algorithms along different time buckets are illustrated in
Fig. 2. For MovieLens (10M), ICTRTS(3,10) outperforms
all others and the corresponding performance comparisons
are shown in Fig. 3.

Our proposed algorithms outperform the baseline algo-
rithms using independent arms because ICTR model can
leverage the dependencies among items by clustering items
(arms) using items’ latent aspects. The feedback received
after recommending an item is not only used to update the

TABLE 3
Evaluation Metric Computation for Replayer

Item in Random Recommendation Logs

Clicked/Liked Not Clicked/Not Liked

Recommended

Item

Matched TP FP

Not Matched N/A N/A

TABLE 4
Average CTR/Rating on Two Real-World Datasets

Algorithm Yahoo! Today News MovieLens (10M)

mean std min max mean std min max

�-greedy(0.01) 0.06916 0.00312 0.06476 0.07166 0.70205 0.06340 0.60752 0.78934
�-greedy(0.1) 0.07566 0.00079 0.07509 0.07678 0.82038 0.01437 0.79435 0.83551
�-greedy(0.3) 0.07006 0.00261 0.06776 0.07372 0.80447 0.01516 0.77982 0.82458
�-greedy(1.0) 0.03913 0.00051 0.03842 0.03961 0.60337 0.00380 0.59854 0.60823

UCB(0.01) 0.05240 0.00942 0.04146 0.06975 0.62133 0.10001 0.45296 0.73369
UCB(0.1) 0.08515 0.00021 0.08478 0.08544 0.73537 0.07110 0.66198 0.85632
UCB(0.5) 0.05815 0.00059 0.05710 0.05893 0.71478 0.00294 0.63623 0.64298
UCB(1.0) 0.04895 0.00036 0.04831 0.04932 0.63909 0.00278 0.60324 0.61296

TS(0.01,0.01) 0.07853 0.00058 0.07759 0.07921 0.83585 0.00397 0.82927 0.84177
TS(0.1,0.1) 0.07941 0.00040 0.07869 0.07988 0.83267 0.00625 0.82242 0.84001
TS(0.5,0.5) 0.07914 0.00106 0.07747 0.08041 0.82988 0.00833 0.81887 0.84114
TS(1.0,1.0) 0.07937 0.00079 0.07788 0.08044 0.83493 0.00798 0.82383 0.84477

PTS(2,2) 0.06069 0.00575 0.05075 0.06470 0.70484 0.03062 0.64792 0.74610
PTS(2,10) 0.05699 0.00410 0.05130 0.06208 0.65046 0.01124 0.63586 0.66977
PTS(5,10) 0.05778 0.00275 0.05589 0.06251 0.63777 0.00811 0.62971 0.65181
PTS(5,20) 0.05726 0.00438 0.05096 0.06321 0.62289 0.00714 0.61250 0.63567
PTS(10,20) 0.05490 0.00271 0.05179 0.05839 0.61819 0.01044 0.60662 0.63818

ICTRTS(2,5) 0.06888 0.00483 0.06369 0.07671 0.70386 0.15772 0.48652 0.85596
ICTRTS(2,10) 0.06712 0.01873 0.03731 0.08487 0.56643 0.10242 0.42974 0.67630
ICTRTS(3,10) 0.06953 0.00783 0.05857 0.07804 0.88512 0.00052 0.88438 0.88553
ICTRTS(5,10) 0.08321 0.08236 0.08492 0.06292 0.55748 0.14168 0.38715 0.73404
ICTRTS(7,10) 0.05066 0.00885 0.04229 0.06423 0.517826 0.07120 0.42297 0.59454
ICTRTS(7,20) 0.04925 0.00223 0.04672 0.05285 0.61414 0.12186 0.44685 0.73365

ICTRUCB(2,10,0.01) 0.06673 0.01233 0.04588 0.08112 0.44650 0.06689 0.38678 0.53991
ICTRUCB(2,10,1.0) 0.08597 0.00056 0.08521 0.08675 0.86411 0.01528 0.85059 0.88547
ICTRUCB(3,10,0.05) 0.07250 0.00426 0.06799 0.07694 0.54757 0.13265 0.43665 0.73407
ICTRUCB(3,10,1.0) 0.08196 0.00296 0.07766 0.08530 0.57805 0.08716 0.46453 0.67641
ICTRUCB(5,10,0.01) 0.07009 0.00722 0.06411 0.08244 0.62282 0.02572 0.59322 0.65594
ICTRUCB(5,10,1.0) 0.08329 0.00140 0.08098 0.08481 0.80038 0.24095 0.29625 0.88554

Fig. 2. The average CTR of Yahoo! Today News data is given along
each time bucket. All algorithms shown here are configured with their
best parameter settings.
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model parameters related to this item, but also utilized to
refine the parameters for the item’s cluster. As a result, the
updated cluster parameters further influence the model’s
parameter inference for other items within the same cluster.
The effect of the clustering is illustrated in more details in
the next section.

5.5 A Case Study: Topic Distribution Analysis
on MovieLens (10M)

We conduct an experiment to demonstrate that our model
can effectively capture the dependency between items, i.e.,
finding the latent topics among movies and clustering simi-
lar movies together. In this experiment, top-N (N = 8) popu-
lar movies are selected and topic number (K = 2) is set for
our model. After millions of training iterations, the learned
latent movie feature vectors will represent each movie’s
topic distribution over the two latent topics, in which the
ith dimension of the feature vector encodes the probability
that the movie belongs to the ith movie topic cluster. We
separately choose four movies with the highest value of the

first element and the second element of these latent feature
vectors, and list their IDs, names, and movie types in
Table 5, which clearly proves our assumption that the
model is able to capture the dependency between items and
cluster similar movies together.

5.6 Time Cost

The cumulative time cost of each algorithm on both datasets
is presented in Figs. 4a and 4b, where all algorithms are con-
figured with their best parameter settings. Our proposed
algorithms have higher running time since they needs to
learn the latent features for arms. However, the computa-
tional complexity of both ICTRUCB(1,1,1.0) and
ICTRTS(1,1) is comparable to the baselines’. We also
evaluate the time costs of ICTRTS and ICTRUCBwith differ-
ent number of particles and latent feature vector dimensions
on the two datasets (see Figs. 4c and 4d). It shows that the
time cost grows linearly with the number of particles and
dimensions of latent feature vector.

The observations can be summarized as follows: (1) Mov-
ieLens (10M) requires much more time than Yahoo! Today
New due to a larger amount of items and users. (2) In gen-
eral, UCB-based algorithms (e.g., ICTRUCB, UCB) are faster
than TS-based ones (e.g., ICTRTS, PTS) since the TS-based
algorithms highly depend on the sampling process.

6 CONCLUSION AND FUTURE WORK

In this paper, we propose an interactive collaborative topic
regression model that adopts a generative process based on
topic model to explicitly formulate the arm dependencies as
the clusters on arms, where dependent arms are assumed to
be generated from the same cluster. Every time an arm is
pulled, the feedback is not only used for inferring the
involved user and item latent vectors, but also employed to
update the latent parameters with respect to the arm’s clus-
ter. The latent cluster parameters further help with the
reward prediction for other arms in the same cluster. We

Fig. 3. The average rating of MovieLens (10M) data is given along each
time bucket. All algorithms shown here are configured with their best
parameter settings.

Fig. 4. Time cost comparison on both two datasets.

TABLE 5
Movie Topic Distribution of MovieLen (10M)

Topic Cluster I Topic Cluster II

MovieId MovieName MovieType MovieId MovieName MovieType

32 12 Monkeys Sci-Fi,Thriller 344 Pet Detective Comedy
50 Usual Suspects Crime,Mystery,Thriller 588 Aladdin Children,Animation,Comedy
590 Dances with wolves Adventure,Drama,Western 595 Beauty and the Beast Animation,Children,Musical
592 Batman Action,Crime,Sci-Fi,Thriller 2857 Yellow Submarine Adventure,Animation,Comedy,Musical
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conduct empirical studies on two real-world applications,
including movie and news recommendation, and the exper-
imental results demonstrate the effectiveness of our pro-
posed approach.

Individual preferences on news and movies usually
evolve over time. One possible research direction is to
extend our model considering the time-varying property in
user preferences for better online personal recommenda-
tion [1]. In addition, we would like to provide a comprehen-
sive regret analysis [31] of our model in the future work.
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